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Already used?

Conversational agents
in ”%”$

Ever satisfied?

Ever
disappointed?

A solution: generation control?



Constrained Generation

Prompt Model Generated Content

What are the causes and
e!ects of deforestation? LLM

Deforestation happens from
farming, logging, and building,
leading to habitat loss, climate
change, and soil damage.

What are the causes and
e!ects of deforestation? LLM

Land be cleared for farms and
treasure, causin’ lost critters,
hotter skies, and vanishin’ soil!

Control “Answer
like a pirate”
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Generation Control Through a Hybrid Approach

What is a relevant generation control?
Formally defined
Consistently applied
Oriented towards human knowledge [Varshney et al., ”%”’]

→↑ Interaction with structured knowledge

What kind of structured knowledge?
Formalize concepts and relationships
Perform reasoning

→↑ Conversation-dedicated ontology [Gruber, !##&; Vickery, !##(]
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Contribution

Enabling conversational control from logical definitions
of conversation aspects defined in a dedicated ontology

Research question
How can qualitatively-defined conversational features be quantitatively described to
enable control in LLM-based dialogue systems?

Contributions
Formalize subjective conversation aspects in an ontology
Use these aspects to control LLM outputs for Proficiency-Level Control (CEFR level)
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Common European Framework of Reference for Languages (CEFR)

Figure ! – CEFR levels o)cial definitions [Council of Europe, ”%%!]
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Common European Framework of Reference for Languages (CEFR)

Figure ” – CEFR levels o)cial definitions contain subjective statements
Barbara Gendron-Audebert (LORIA, UL, CNRS) Ontology-Based Conversational Control TOTh ”%”$ - June $, ”%”$ ( / !$



Constrained Generation for Proficiency-Level Control

Prompt Model Generated Content

What are the causes and
e!ects of deforestation?
[ProficiencyLevel: A”]

LLM Deforestation is when
we cut too many trees.

What are the causes and
e!ects of deforestation?
[ProficiencyLevel: C”]

LLM

While deforestation is primarily
driven by agricultural expansion,

logging, and infrastructure
development, it leads to severe
environmental consequences...
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Constrained Generation for Proficiency-Level Control

Prompt Model Generated Content

What are the causes and
e!ects of deforestation?
[ProficiencyLevel: A”]

LLM Deforestation is when
we cut too many trees.

What kind of CEFR Level Modeling?

Feature-based [Gaillat et al., ”%””] instead of deep learning based [Kerz et al., ”%”!;
Schmalz and Brutti, ”%”!]
Relies on balanced CEFR-annotated datasets
Enables formal ontology definitions

→↑ Decision tree for interpretable CEFR classification
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Our CEFR Level Modeling Setup

Expert-annotated datasets:
CEFR-S sentences [Arase et al., ”%””]
CEFR-T texts [Nallapati et al., ”%!*]

’’ linguistic features computed from SpaCy:
Linguistic properties
Readability metrics

Flesch-Kincaid Grade Level [Flesch, !#’+]

FKGL = 0.39
( Total Words
Total Sentences

)
+ 11.8

(Total Syllables
Total Words

)
→ 15.59

SMOG Index [McLaughlin, !#*#]

SMOG = 1.0430
√

Number of Polysyllables↓
( 30
Number of Sentences

)
+ 3.1291
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CEFR Level Modeling Results

We kept all features with non-zero
feature importance.

Figure & – Feature importances

MAE ! ”.#$, Acc. , %.**, wF! , %.*$

Figure ’ – Confusion matrix on CEFR-T test set
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From Decision Tree Rules to Ontological Control
flesch_kincaid > 10.07

flesch_kincaid <= 15.57 flesch_kincaid > 15.57

flesch_kincaid <= 13.10 flesch_kincaid > 13.10

flesch_kincaid <= 11.36 flesch_kincaid > 11.36

class: B1 mtld <= 223.00 mtld > 223.00

class: B1 class: B2

...

flesch_kincaid <= 18.41 flesch_kincaid > 18.41

pronoun_density <= 0.05 pronoun_density > 0.05

class: C2 class: C1

class: C2

Figure $ – Partial decision tree

Figure * – Definition of B2LevelUtterance in the ontology
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Proficiency-Level Control - Fine-Tuning Results

Evaluation method
Input: random question -
control prefix
Evaluate through
ontological reasoning on
the output.

Model F% ± Std F% Range Acc MAE
Pre-Trained Baselines

Llama&-+B %.%*±0.10 %.%%–%.”# %.!* ”.’”
Llama&.!-+B %.!’±0.07 %.%#–%.&% %.!# !.#+
Qwen”.$-(B %.!’±0.08 %.%$–%.&! %.!+ ”.%!

Ours (Ontology-Guided Fine-Tuning)

Llama&-+BF ”.&%±0.01 %.!$–%.’’ %.!# %.$$
Llama&.!-+BF %.””±0.05 %.!(–%.”# ”.$& !.$(
Qwen”.$-(BF %.”%±0.06 %.!’–%.&” %.”% !.((

Table: Fine-tuning results for controlled generation over our
CEFR level definitions
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Proficiency-Level Control - Generation Examples
Prompt question: What are the causes and e!ects of deforestation?

Label Generated Content
A% Forests are the lungs of the earth. Trees absorb carbon dioxide and emit oxygen.

If we cut down too many trees, it could have a very bad e.ect on the global
climate.

B$ The main cause of deforestation is the conversion of land for agricultural use.
Other significant causes are logging for the wood industry and wood pulp mills,
as well as the expansion of cities. The e.ects of deforestation are far-reaching.

C$ The main causes of deforestation are shifting agriculture, urbanization, and
the establishment of plantations. The primary e.ects include global warming,
water pollution, and the extinction of numerous species of animals and plants.
Deforestation contributes to climate change because forests act as carbon sinks.
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Conclusion and Future Work

Enabling conversational control from logical definitions
of conversation aspects defined in a dedicated ontology

Quantitative-based formal definitions of subjective aspects
Ontological control transferable to other use-cases

Perspectives
Extension to more (complex) conversation aspects
Conversation strategies →↑ merging descriptors
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An Example of Conversation Strategy

Job interview practice: proficiency level, emotional load (L), polarity (P).

Exit small talk
User: Sure. [...] I used to be a data science intern and now I apply to my first full time position as a

data scientist.
Agent: That’s great! [...] Can you tell me more about your experience as a data science intern? What

kind of projects did you work on during that time, and what skills did you develop? (L = 0,
P = 2)

From background to technical point
User: I have real experience and I know how to adapt quickly to many di!erent contexts and

technical stacks. Also, if your company has a home-made framework, I can learn it quite
fast.

Agent: Let’s dive into the technical aspects of adapting to di.erent frameworks and stacks. [...]
How do you handle debugging and optimizing the performance of a cross-platform desktop
application built with Electron [...] ? (L = 0)
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